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CALIBRATION OF MULTIPLE RIGID 
BODIES IN A VIRTUAL REALITY SYSTEM 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims the benefit of U.S. Applica 
tion No. 62/088,088, filed Dec. 5, 2014, U.S. Provisional 
Application No. 62/088,085, filed Dec. 5, 2014, and U.S. 
Provisional Application No. 61/923,895, filed on Jan. 6, 
2014, all of which are incorporated by reference in their 
entirety. 

BACKGROUND 

0002 The present disclosure generally relates to calibra 
tion systems, and more specifically relates to calibrating Vir 
tual reality systems. 
0003 Virtual reality (VR) devices include components for 
determining position and movement of a headset worn by a 
user. These components need to be calibrated at various 
times, initially due to manufacturing tolerances and Subse 
quently due to normal use of the system. Operating improp 
erly calibrated VR device may result in improper tracking of 
the position or motion of the headset, which causes a disso 
nance between user motion and media presented to the user 
via the headset. Moreover, one or more of the components 
determining headset position and movement can lose calibra 
tion over time or with use. For example, changes in tempera 
ture or vibration may cause a camera imaging the motion of 
the headset to lose calibration. 

SUMMARY 

0004) A virtual reality (VR) headset of a VR system 
includes a front rigid body and a rear rigid body, which are 
non-rigidly coupled together. For example, the front rigid 
body is coupled to the rear rigid body by an elastic headband, 
so the VR system continues to detect movement of an entity 
wearing the VR headset when the front rigid body is directed 
away from an imaging device included in the VR system. 
Both the front rigid body and the rear rigid body include 
locators for tracking the position of the VR headset. A locator 
is an object located in a specific position on the VR headset 
relative to one or more components, such as another locator, 
of the VR headset and relative to a reference point on the VR 
headset. Because the relationship between the front and rear 
rigid bodies is not necessarily fixed, the VR system may lose 
tracking of the position of the front rigid body relative to the 
rear rigid body, causing the VR system to recalibrate to re 
acquire tracking of the VR headset. In some embodiments, 
the VR console determines subsequent predicted positions of 
the rear rigid body for times after the particular image time 
value of the image in the slow calibration data including only 
locators from the rear rigid body using the fast calibration 
data and the position vector adjusted by the offset value until 
re-calibration between the front rigid body to the rear rigid 
body can occur. 
0005. The VR system recalibrates itself when the tracking 
of the position of the front rigid body or the position of the rear 
rigid body is lost. For example, VR the system determines 
when to recalibrate based on a measured difference between 
the estimated positions of locators on the rear body and inter 
mediate estimated positions of a reference point on the front 
rigid body determined by an inertial measurement unit (IMU) 
within the first rigid body based on data from one or more 
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position sensors (e.g., accelerometers, gyroscopes) included 
in the first rigid body. An intermediate estimated position of 
the reference point is a position determined from the fast 
calibration data and may be associated with a time associated 
with an image, or a time between times associated with an 
image and a Subsequent image from the slow calibration data. 
0006. In some embodiments, a VR console included in the 
VR system receives slow calibration data including a series of 
images of the VR headset taken at image time values from an 
imaging device. At least one image of the series of images 
includes only the locators on the rear rigid body and is asso 
ciated with a particular image time value. Additionally, the 
VR console receives fast calibration data from the IMU com 
prising one or more intermediate estimated positions of a 
reference point of the front rigid body of the VR headset 
determined from one or more position sensors included in the 
front rigid body of the VR headset. The VR console deter 
mines an observed position of the rear rigid body for the 
particular image time value using the slow calibration data 
and determines a predicted position of the rear rigid body for 
the image time value associated with the image including 
locators from only the rear rigid body of the VR headset using 
the fast calibration data as well as a position vector describing 
a calibrated offset between the front rigid body and the rear 
rigid body. 
0007. The VR console determines a difference between 
the observed position of the rear rigid body and the predicted 
position of the rear rigid body. If the difference is greater than 
a threshold value, the VR console adjusts the predicted posi 
tion of the rear rigid body by a temporary offset value so the 
difference between the observed position of the rear rigid 
body and the predicted position of the rear rigid body is less 
than the threshold value. In some embodiments, the VR con 
sole determines Subsequent predicted positions of the rear 
rigid body for times after the particular image time value of 
the image in the slow calibration data including only locators 
from the rear rigid body using the fast calibration data and the 
position vector adjusted by the offset value until re-calibra 
tion between the front rigid body to the rear rigid body can 
OCCU. 

0008 Re-calibration uses at least one image from the slow 
calibration data having a time after the particular time of the 
image including only the locators on the rear rigid body and 
that includes at least a front threshold number of observed 
locators on the front rigid body and a rear threshold number of 
observed locators on the rear rigid body. The VR console 
identifies model locators corresponding to observed locators 
from images in the slow calibration data using a headset 
model of the VR headset. For example, the VR console 
extracts locator information from the images in the slow 
calibration data, the locator information describing positions 
of observed locators on the VR headset relative to each other 
in a given image. In at least one of the images from the slow 
calibration data the VR console identifies model locators that 
correspond to observed locators on both the front rigid body 
and on the rear rigid body. The VR console compares the 
locator information with a headset model to identify the 
model locators corresponding to the observed locators. 
0009 Based on the locator information, the VR console 
generates estimated positions for the observed locators using 
the headset model. For example, the VR console uses the 
headset model and the information identifying positions of 
the observed locators to determine a projection matrix for 
translating translate ideal positions (described by the headset 
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model) to positions on the image plane (described by the 
images of the observed locators) of the imaging device. The 
VR console uses the projection matrix to estimate positions of 
the observed locators. The VR console uses the projection 
matrix to estimate positions of the observed locations, and 
adjusts one or more calibration parameters to adjust one or 
more of the estimated positions of observed locators on the 
front rigid body until a relative distance between adjusted 
estimated positions of observed locators on the front rigid 
body and their corresponding positions determined by the 
headset model observed locations is than a threshold value. 
Similarly, the VR console determines estimated positions of 
observed locators on the rear rigid body and adjusts the esti 
mated positions of the observed locations on the rear rigid 
body as described above. Based on adjusted estimated posi 
tions of the observed locators on the first rigid body, the VR 
console determines calibrated positions of the reference point 
of the first rigid body for one or more images from the slow 
calibration data. 
0010. The VR console determines a position of the rear 
rigid body relative to the reference point of the first rigid body. 
For example, the VR console identifies a rear reference point 
on the rear rigid body using the adjusted estimated positions 
of the observed locators on the rear rigid body. The VR 
console then identifies a position of the rear reference point 
relative to the reference point on the front rigid body. In 
alternate embodiments, the VR console identifies the position 
of each observed locator on the rear rigid body relative to the 
reference point on the front rigid body. The VR console addi 
tionally adjusts one or more calibration parameters so inter 
mediate estimated positions of the reference point on the front 
rigid body and/or the rear reference point are within a thresh 
old value of predicted positions of the reference point on the 
front rigid body and/or the rear reference point determined 
from the calibrated position of the reference point on the front 
rigid body and/or the calibrated position of the rear reference 
point (e.g., via curve fitting) from the slow calibration data. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0011 FIG. 1 is a block diagram of a system environment in 
which a virtual reality console operates, in accordance with 
an embodiment. 
0012 FIG. 2A is a wire diagram of a virtual reality head 
set, in accordance with an embodiment. 
0013 FIG.2B is a wire diagram of a virtual reality headset 
including a front rigid body and a rear rigid body, in accor 
dance with an embodiment. 
0014 FIG. 3 is a block diagram of a tracking module of a 
virtual reality console, in accordance with an embodiment. 
0015 FIG. 4 is a flowchart of a process for calibrating a 
virtual reality system, in accordance with an embodiment. 
0016 FIG. 5 is a flowchart of a process for re-establishing 
calibration between two rigid bodies in a virtual reality head 
set included in a virtual reality system, in accordance with an 
embodiment. 
0017 FIG. 6 is a flowchart of a process of maintaining a 
positional relationship between two rigid bodies in a virtual 
reality headset included in a virtual reality system, in accor 
dance with an embodiment. 
0018 FIG. 7 is an example graph illustrating a series of 
calibrated positions of a virtual reality headset, in accordance 
with an embodiment. 
0019. The figures depict embodiments of the present dis 
closure for purposes of illustration only. One skilled in the art 
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will readily recognize from the following description that 
alternative embodiments of the structures and methods illus 
trated herein may be employed without departing from the 
principles, or benefits touted, of the disclosure described 
herein. 

DETAILED DESCRIPTION 

System Architecture 
0020 FIG. 1 is a block diagram of one embodiment of a 
virtual reality (VR) system environment 100 in which a VR 
console 110 operates. The system environment 100 shown by 
FIG. 1 comprises a VR headset 105, an imaging device 135, 
and a VR input interface 140 that are each coupled to the VR 
console 110. While FIG. 1 shows an example system 100 
including one VR headset 105, one imaging device 135, and 
one VR input interface 140, in other embodiments any num 
ber of these components may be included in the system 100. 
For example, there may be multiple VR headsets 105 each 
having an associated VR input interface 140 and being moni 
tored by one or more imaging devices 135, with each VR 
headset 105, VR input interface 140, and imaging devices 135 
communicating with the VR console 110. In alternative con 
figurations, different and/or additional components may be 
included in the system environment 100. 
0021. The VR headset 105 is a head-mounted display that 
presents media to a user. Examples of media presented by the 
VR head set include one or more images, video, audio, or 
some combination thereof. In some embodiments, audio is 
presented via an external device (e.g., speakers and/or head 
phones) that receives audio information from the VR headset 
105, the VR console 110, or both, and presents audio data 
based on the audio information. Example embodiments of the 
VR headset 105 are further described below in conjunction 
with FIGS 2A and 2B. 
0022. In various embodiments, the VR headset 105 may 
comprise one or more rigid bodies, which may be rigidly or 
non-rigidly coupled to each other. A rigid coupling between 
rigid bodies causes the coupled rigid bodies to act as a single 
rigid entity. In contrast, a non-rigid coupling between rigid 
bodies allows the rigid bodies to move relative to each other. 
An embodiment of the VR headset 105 that includes two rigid 
bodies that are non-rigidly coupled together is further 
described below in conjunction with FIG. 2B. 
(0023 The VR headset 105 includes an electronic display 
115, one or more locators 120, one or more position sensors 
125, and an inertial measurement unit (IMU) 130. The elec 
tronic display 115 displays images to the user in accordance 
with data received from the VR console 110. In various 
embodiments, the electronic display 115 may comprise a 
single electronic display or multiple electronic displays (e.g., 
a display for each eye of a user). Examples of the electronic 
display 115 include: a liquid crystal display (LCD), an 
organic light emitting diode (OLED) display, an active-ma 
trix organic light-emitting diode display (AMOLED), some 
other display, or some combination thereof. Additionally, the 
electronic display 115 may be associated with one or more 
optical components correcting one or more types of optical 
error (e.g., field curvature, astigmatism, barrel distortion, pin 
cushion distortion, chromatic aberration, chromatic aberra 
tion, etc.). In some embodiments, the media provided to the 
electronic display 115 for presentation to the user is pre 
distorted to aid in correction of one or more types of optical 
errors. Additionally, the optical components may increase a 
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field of view of the displayed media through magnification or 
through another suitable method. For example, the field of 
view of the displayed media is such that the displayed media 
is presented using almost all (e.g., 110 degrees diagonal), and 
in some cases all, of the user's field of view. 
0024. The locators 120 are objects located in specific posi 
tions on the VR headset 105 relative to one another and 
relative to a specific reference point on the VR headset 105. A 
locator 120 may be a light emitting diode (LED), a corner 
cube reflector, a reflective marker, a type of light source that 
contrasts with an environment in which the VR headset 105 
operates, or some combination thereof. In embodiments 
where the locators 120 are active (i.e., an LED or other type of 
light emitting device), the locators 120 may emit light in the 
visible band (-380 nm to 750 nm), in the infrared (IR) band 
(-750 nm to 1 mm), in the ultraviolet band (10 nm to 380 nm), 
Some other portion of the electromagnetic spectrum, or some 
combination thereof. 
0025. In some embodiments, the locators are located 
beneath an outer surface of the VR headset 105, which is 
transparent to the wavelengths of light emitted or reflected by 
the locators 120 or is thin enough to not substantially attenu 
ate the wavelengths of light emitted or reflected by the loca 
tors 120. Additionally, in some embodiments, the outer sur 
face or other portions of the VR headset 105 are opaque in the 
visible band. Thus, the locators 120 may emit light in the IR 
band under an outer surface that is transparent in the IR band 
but opaque in the visible band. 
0026. The IMU 130 is an electronic device that generates 
fast calibration databased on measurement signals received 
from one or more of the position sensors 125. A position 
sensor 125 generates one or more measurement signals in 
response to motion of the VR headset 105. Examples of 
position sensors 125 include: one or more accelerometers, 
one or more gyroscopes, one or more magnetometers, or any 
other suitable type of sensor, or some combination thereof. 
The position sensors 125 may be located external to the IMU 
130, internal to the IMU 130, or some combination thereof. 
0027 Based on the one or more measurement signals from 
one or more position sensors 125, the IMU 130 generates fast 
calibration data indicating an estimated position of the VR 
headset 105 relative to an initial position of the VR headset 
105. For example, the position sensors 125 include multiple 
accelerometers to measure translational motion (forward/ 
back, up/down, left/right) and multiple gyroscopes to mea 
Sure rotational motion (e.g., pitch, yaw, roll). In some 
embodiments, the IMU 130 rapidly samples the measurement 
signals and calculates the estimated position of the VR head 
set 105 from the sampled data. For example, the IMU 130 
integrates the measurement signals received from the accel 
erometers over time to estimate a Velocity vector and inte 
grates the Velocity vector over time to determine an estimated 
position of a reference point (e.g., intermediate estimated 
position) on the VR headset 105. Alternatively, the IMU 130 
provides the sampled measurement signals to the VR console 
110, which determines the fast calibration data. The reference 
point is a point that may be used to describe the position of the 
VR headset 105. While the reference point may generally be 
defined as a point in space; however, in practice the reference 
point is defined as a point within the VR headset 105 (e.g., a 
center of the IMU 130). 
0028. The IMU 130 receives one or more calibration 
parameters from the VR console 110. As further discussed 
below, the one or more calibration parameters are used to 
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maintain tracking of the VR headset 105. Based on a received 
calibration parameter (e.g., IMU parameters), the IMU 130 
may adjust its operation (e.g., change sample rate, etc.). In 
some embodiments, as further described below, certain cali 
bration parameters cause the IMU 130 to offset an estimated 
position of the VR headset 105 to correct positional errors that 
may occur when only certain portions of the VR headset 105 
are visible to the imaging device 135. In some embodiments, 
certain calibration parameters cause the IMU 130 to update 
an initial position of the reference point So it corresponds to a 
next calibrated position of the reference point. Updating the 
initial position of the reference point as the next calibrated 
position of the reference point helps reduce accumulated 
error associated with the determined estimated position. The 
accumulated error, also referred to as drift error, causes the 
estimated position of the reference point to “drift' away from 
the actual position of the reference point over time. 
0029. The imaging device 135 generates slow calibration 
data in accordance with calibration parameters received from 
the VR console 110. Slow calibration data includes one or 
more images showing observed positions of the locators 120 
that are detectable by the imaging device 135. The imaging 
device 135 may include one or more cameras, one or more 
Video cameras, any other device capable of capturing images 
including one or more of the locators 120, or some combina 
tion thereof. Additionally, the imaging device 135 may 
include one or more filters (e.g., used to increase signal to 
noise ration). The imaging device 135 is configured to detect 
light emitted or reflected from locators 120 in a field of view 
of the imaging device 135. In embodiments where the loca 
tors 120 include passive elements (e.g., a retroreflector), the 
imaging device 135 may include a light Source that illumi 
nates some or all of the locators 120, which retro-reflect the 
light towards the light source in the imaging device 135. Slow 
calibration data is communicated from the imaging device 
135 to the VR console 110. The imaging device 135 receives 
one or more calibration parameters from the VR console 110. 
and may adjust one or more imaging parameters (e.g., focal 
length, focus, frame rate, ISO, sensor temperature, shutter 
speed, aperture, etc.) based on the calibration parameters. 
0030. The VR input interface 140 is a device that allows a 
user to send action requests to the VR console 110. An action 
request is a request to perform a particular action. For 
example, an action request may be to start or end an applica 
tion or to perform a particular action within the application. 
The VR input interface 140 may include one or more input 
devices. Example input devices include: a keyboard, amouse, 
a game controller, or any other Suitable device for receiving 
action requests and communicating the received action 
requests to the VR console 110. An action request received by 
the VR input interface 140 is communicated to the VR con 
sole 110, which performs an action corresponding to the 
action request. In some embodiments, the VR input interface 
140 may provide haptic feedback to the user in accordance 
with instructions received from the VR console 110. For 
example, haptic feedback is provided when an action request 
is received, or the VR console 110 communicates instructions 
to the VR input interface 140 causing the VR input interface 
140 to generate haptic feedback when the VR console 110 
performs an action. 
0031. The VR console 110 provides media to the VR head 
set 105 for presentation to the user in accordance with infor 
mation received from one or more of the imaging device 135, 
the VR headset 105, and the VR input interface 140. In the 
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example shown in FIG. 1, the VR console 110 includes a 
media store 145, a tracking module 150, and a virtual reality 
(VR) engine 155. Some embodiments of the VR console 110 
have different modules than those described in conjunction 
with FIG.1. Similarly, the functions further described below 
may be distributed among components of the VR console 110 
in a different manner than is described here. 

0032. The application store 145 stores one or more appli 
cations for execution by the VR console 110. An application 
is a group of instructions, that when executed by a processor, 
generates media for presentation to the user. Media generated 
by an application may be in response to inputs received from 
the user via movement of the HR headset 105 or the VR 
interface device 140. Examples of applications include: gam 
ing applications, conferencing applications, video playback 
application, or other Suitable applications. 
0033. The tracking module 150 calibrates the system envi 
ronment 100 using one or more calibration parameters. As 
further described in conjunction with FIGS. 3-5, the tracking 
module 150 may adjust one or more calibration parameters to 
reduce error in determination of the position of the VR head 
set 105. For example, the tracking module 150 adjusts the 
focus of the imaging device 135 to obtain a more accurate 
position for observed locators on the VR headset 105. More 
over, calibration performed by the tracking module 150 also 
accounts for information received from the IMU 130. Addi 
tionally, as discussed in further detail below in conjunction 
with FIGS. 4 and 5, if that tracking of the VR headset 105 is 
lost (e.g., the imaging device 135 loses line of sight of at least 
a threshold number of the locators 120), the tracking module 
140 re-calibrates some or all of the system environments 100. 
As used herein, “loss of tracking may generally refer to a loss 
of calibration of the imaging device 135 or the IMU 130, a 
loss of relative positions of one or more rigid bodies in the VR 
headset 105, a loss of position of the VR headset 105 relative 
to the imaging device 135, or some combination thereof. 
0034 Re-calibration of the system environment 100 is 
generally transparent to the user. In some embodiments, the 
tracking module 150 may prompt the user to move the VR 
headset 105 to an orientation where one or more sides of the 
VR headset 105 are visible to the imaging device 135. For 
example, the tracking module 150 prompts the user to look 
up, to look down, to look left, to look right, or look in another 
specified direction so one or more sides of the VR headset 105 
are visible to the imaging device 135. Once a threshold num 
ber of locators 120 on the VR headset 105 are imaged by the 
imaging device 135, the tracking module 150 re-establishes 
calibration. In some embodiments, the tracking module 150 
may continually calibrate the system environment 100 or 
calibrates the system environment 100 at periodic intervals to 
maintain accurate tracking of the VR headset 105. 
0035. The tracking module 150 may calibrate a system 
environment 100 including a VR headset 105 comprising one 
or more rigid bodies (e.g., see FIGS. 2A and 2B). Addition 
ally, as further described below in conjunction with FIGS. 3 
and 5, the calibration may account for a VR headset 105 
including two rigid bodies that are non-rigidly coupled (e.g., 
coupled together via an elastic band). The two rigid bodies 
may be a front rigid body including the IMU 130 that is 
positioned in front of the user's eyes, and arear rigid body that 
is positioned at the rear of the users head. This configuration 
of the front rigid body and the rear rigid body allows a user to 
turn360 degrees relative to the imaging device 135. However, 
because the relationship between the front rigid body and the 
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rear rigid body is not necessarily fixed, the system environ 
ment 100 may lose calibration of the position of the front rigid 
body relative to the rear rigid body. Moreover as discussed in 
detail below with regard to FIG. 6, in some embodiments, if 
tracking is lost between multiple rigid bodies in the VR head 
set 105, the tracking module 150 may offset the position of a 
rigid body until re-calibration may occur. In these instances, 
in some embodiments, the tracking module 150 may deter 
mine an offset value to the intermediate estimated position of 
the VR headset 105 and provide it to the IMU 130 as a 
calibration parameter. Alternatively, the tracking module 150 
may adjust a position vector describing the relative position 
of the front rigid body to the rear rigid body by the offset 
value. In some embodiments, the tracking module 150 deter 
mines when to re-calibrate based on a measured difference 
between the movement indicated by the locators 120 on the 
rear rigid body and the movement predicted using fast cali 
bration data received from the IMU 130. The tracking module 
150 re-calibrates using slow calibration data including one or 
more images that include locators 120 on the front rigid body 
and locators on the rear rigid body. 
0036 Additionally, the tracking module 150 tracks move 
ments of the VR headset 105 using slow calibration data from 
the imaging device 13. As further described below in con 
junction with FIG. 3, the tracking module 150 determines 
positions of a reference point of the VR headset 105 using 
observed locators from the slow calibration data and a model 
of the VR headset 105. The tracking module 150 also deter 
mines positions of a reference point of the VR headset 105 
using position information from the fast calibration data. 
Additionally, in some embodiments, the tracking module 150 
may use portions of the fast calibration data, the slow cali 
bration data, or some combination thereof, to predict a future 
location of the headset 105. The tracking module 150 pro 
vides the estimated or predicted future position of the VR 
headset 105 to the VR engine 155. 
0037. The VR engine 155 executes applications within the 
system environment and receives position information, accel 
eration information, Velocity information, predicted future 
positions, or some combination thereof, of the VR headset 
105 from the tracking module 150. Based on the received 
information, the VR engine 155 determines media to provide 
to the VR headset 105 for presentation to the user. For 
example, if the received information indicates that the user 
has looked to the left, the VR engine 155 generates media for 
the VR headset 105 that mirrors the user's movement in a 
virtual environment. Additionally, the VR engine 155 per 
forms an action within an application executing on the VR 
console 110 in response to an action request received from the 
VR input interface 140 and provides feedback to the user that 
the action was performed. The provided feedback may be 
visual or audible feedback via the VR headset 105 or haptic 
feedback via the VR input interface 140. 
0038 FIG. 2A is a wire diagram of one embodiment of a 
virtual reality headset. The VR headset 200 is an embodiment 
of the VR headset 105 and includes a front rigid body 205 and 
a band 210. The front rigid body 205 includes the electronic 
display 115 (not shown), the IMU 130, the one or more 
position sensors 125, and the locators 120. In the embodiment 
shown by FIG. 2A, the position sensors 125 are located within 
the IMU 130, and neither the position sensors 125 nor the 
IMU 130 are visible to the user. 

0039. The locators 120 are located in fixed positions on the 
front rigid body 205 relative to one another and relative to a 
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reference point 215. In the example of FIG. 2A, the reference 
point 215 is located at the center of the IMU 130. Each of the 
locators 120 emit light that is detectable by the imaging 
device 135. Locators 120, or portions of locators 120, are 
located on a front side 220A, a top side 220B, a bottom side 
220C, a right side 220D, and a left side 220E of the front rigid 
body 205 in the example of FIG. 2A. 
0040 FIG.2B is a wire diagram of an embodiment of a VR 
headset 225 including a front rigid body 205 and a rear rigid 
body 230. The VR headset 225 shown in FIG. 2B, is an 
embodiment of the VR headset 105 where the front rigid body 
205 and the rear rigid body 230 are coupled together via the 
band 210. The band 210 is non-rigid (e.g., elastic), so the front 
rigid body 205 is not rigidly coupled to the rear rigid body 
210. Thus, the rear rigid body 230 may move in relation to the 
front rigid body 205, and, specifically, move in relation to the 
reference point 215. As further discussed below in conjunc 
tion with FIGS. 3 and5, the rear rigid body 230 allows the VR 
console 110 to maintain tracking of the VR headset 105, even 
if the front rigid body 205 is not visible to the imaging device 
135. Locators 120 on the rear rigid body 230 are located in 
fixed positions relative to one another and relative to the 
reference point 215 on the front rigid body 205. In the 
example of FIG. 2B, one or more locators 120, or portions of 
locators 120, on the rear rigid body 230 are located on a front 
side 235A, a top side 235B, a bottom side 235C, a right side 
235D, and a left side 235E of the rear rigid body 230. 
0041 FIG. 3 is a block diagram of one embodiment of the 
tracking module 150 included in the VR console 110. Some 
embodiments of the tracking module 150 have different mod 
ules than those described herein. Similarly, the functionality 
described in conjunction with FIG. 3 may be distributed 
among the components in a different manner than described 
herein. In the example of FIG. 3, the tracking module 150 
includes a tracking database 310, an initialization module 
320, an estimation module 330, a parameter adjustment mod 
ule 340, and a monitoring module 350. 
0042. The tracking database 310 stores information used 
by the tracking module 150 to track one or more VR headsets 
105. For example, the tracking database 310 stores one or 
more headset models, one or more calibration parameter val 
ues, or any other suitable information to track a VR headset 
105. As reference above with respect to FIG. 1, a headset 
model describes ideal positions of each of the locators 120 
with respect to each other and the reference point 215. Each 
locator 120 is associated with a corresponding model locator 
in the headset model; hence, a model locator corresponding to 
a locator 120 describes an ideal position of the locator 120 
according to the headset model. Additionally, the headset 
model may include information describing changes in model 
positions of the locators 120 or the reference point 215 as a 
function of different calibration parameters. In some embodi 
ments, the headset model may describe model positions of 
locators 120 on a rear rigid body 230 with respect to each 
other, model positions of a rear reference point describing a 
position of the rear rigid body 230, default positions of the 
rear reference point relative to a reference point 215 on the 
front rigid body 205, default positions of the model locations 
of locators 120 on the rear rigid body 230 relative to the 
reference point 215, or some combination thereof. 
0043 Calibration parameters are parameters that may be 
adjusted to affect calibration of the VR headset 105. Example 
calibration parameters include imaging parameters, IMU 
parameters, or some combination thereof. Imaging param 
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eters and IMU parameters may be included in the calibration 
parameters. Examples of imaging parameters include: focal 
length, focus, frame rate, ISO, shutter speed, aperture, camera 
orientation, Source activation (in embodiments where the 
imaging device 135 uses a source to illuminate reflective 
locators 120), offset of an imaging sensor with respect to the 
center of a lens of the imaging device 135, lens distortion 
parameters, sensor temperature, or any other parameter used 
by the imaging device 135 to output slow calibration data. 
IMU parameters are parameters controlling collection of the 
fast calibration data. Examples of IMU parameters include: a 
sample rate of one or more of the measurement signals from 
the position sensors 125, an output rate of the fast calibration 
data, other suitable parameters used by the IMU 130 to gen 
erate fast calibration data, commands to power the IMU 130 
on or off, commands to update the initial position to the 
current position of the reference point, offset information 
(e.g., offset to positional information), or any other Suitable 
information. 

0044) The initialization module 320 initializes the system 
environment 100 using information from the tracking data 
base 310, such as calibration parameters retrieved from the 
tracking database 310. In embodiments where the system 
environment 100 was not previously calibrated default cali 
bration parameters are retrieved from the tracking database 
310. If the system environment 100 was previously cali 
brated, adjusted calibration parameters may be retrieved from 
the tracking database 310. The initialization module 320 pro 
vides the retrieved calibration parameters to the IMU 130 
and/or to the imaging device 130. 
0045. The estimation module 330 receives slow calibra 
tion data and/or fast calibration data from the VR headset 105 
and/or from the IMU 130. The slow calibration data is 
received from the imaging device 135 at a slow data rate (e.g., 
20 Hz). In contrast, the fast calibration data is received from 
the IMU 130 at a data rate (e.g., 200 Hz or more) that is 
significantly faster than the data rate at which the slow cali 
bration data is received. Thus, the fast calibration data may be 
used to determine position information of the VR headset 105 
between images of the VR headset 105 included in the slow 
calibration data. 

0046. Using a headset model from the tracking database 
310 and the slow calibration data from the imaging device 
135, the estimation module 330 identifies model locators 
corresponding to one or more locators on the VR headset 135 
identified from images captured by the imaging device 135. 
The estimation module 330 extracts locator information from 
the images in the slow calibration data, the locator informa 
tion describing positions of observed locators 120 relative to 
each other in a given image. For a given image, the locator 
information describes relative positions between the 
observed locators 120 in the image. For example, if an image 
shows observed locators A, B, and C, the locator information 
includes data describing the relative distances between A and 
B, A and C, and B and C. As described above, the headset 
model includes one or more model positions for the locators 
on the VR headset 105. The estimation model 330 compares 
the relative positions of the observed locators 120 to the 
relative positions of the model locators to determine corre 
spondences between observed locators 120 on the VR headset 
105 and model locators from the headset model. In embodi 
ments where calibration is occurring for a VR headset 225 
including multiple rigid bodies, model locators correspond 
ing to observed locators on both the front rigid body 205 and 
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the rear rigid body 230 are identified from at least one of the 
images of slow calibration data. 
0047. Additionally, based on the headset model and the 
information describing model locators and observed locators 
120, the estimation module 330 generates estimated positions 
for observed locators 120. The estimation module 330 deter 
mines a projection matrix based on the headset model and the 
information describing model locators and observed locators 
120. The projection matrix is a mathematical construct that 
translates ideal positions of locators 120, described by the 
headset model, to positions on an image plane, described by 
the images of the observed locators 120, of the imaging 
device 135. Thus, the estimation module 330 estimates posi 
tions of observed locators 120 using the projection matrix and 
positions of model locators described in the headset model. 
One or more calibration parameters may be applied to the 
projection matrix so adjustments to one or more of the cali 
bration parameters modify the estimated positions of the 
observed locators 120. 

0.048. The estimation module 330 also extracts intermedi 
ate position information, intermediate Velocity information, 
intermediate acceleration information, or some combination 
thereof, from the fast calibration data. As the fast calibration 
data is received more frequently than the slow calibration 
data, information extracted from the fast calibration data 
allows the estimation module 330 to determine position infor 
mation, Velocity information, or acceleration information for 
time periods between images from the slow calibration data. 
An intermediate estimated position information (e.g., an 
intermediate estimated position) describes a position of the 
reference point 215 at a time associated with an image, or a 
time between times associated with an image and a Subse 
quent image from the slow calibration data. Intermediate 
velocity information describes a velocity vector associated 
with the reference point 215 at a time between a time associ 
ated with an image and a time associated with a Subsequent 
image from the slow calibration data. Intermediate accelera 
tion information describes an acceleration vector associated 
with the reference point 215 at a time between a time associ 
ated with an image and a time associated with a Subsequent 
image from the slow calibration data. In some embodiments, 
the estimation module 330 is configured to obtain the inter 
mediate estimated position information using the intermedi 
ate acceleration information or from the intermediate velocity 
information. The estimation module 330 provides the inter 
mediate position to the parameter adjustment module 340. 
0049. The parameter adjustment module 340 adjusts one 
or more calibration parameters to adjust the estimated posi 
tions until relative distances between the adjusted estimated 
positions of the observed locators 120 and positions of their 
corresponding model locators are less than a threshold value. 
If a relative distance between an estimated position of an 
observed locator 120 and a position of its corresponding 
model locator equals or exceeds a threshold value (e.g., 1 
mm), the parameter adjustment module 340 adjusts one or 
more calibration parameters (e.g., imaging parameters) until 
the relative distance is less than the threshold value. For 
example, the parameter adjustment module 340 modifies one 
calibration parameter while keeping other calibration param 
eters fixed to determine a value for the calibration parameter 
being modified resulting less than a threshold distance 
between the estimated position of an observed locator 120 
and a position of its corresponding model locator. The param 
eter adjustment module 340 may then fix the calibration 
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parameter to the determined value and repeat the process of 
modifying values for individual calibration parameters while 
keeping other calibration parameters at constant values until 
relative distances between adjusted estimated positions of at 
least a threshold number of observed locators 120 and posi 
tions of their corresponding model locators are less than the 
threshold value. Using the adjusted estimated positions of the 
observed locators 120, the parameter adjustment module 340 
generates calibrated positions of the reference point 215 for 
one or more frames of the slow calibration data. 

0050. In embodiments where the VR headset 105 includes 
two rigid bodies (e.g., VR headset 225) the parameter adjust 
ment module 340 determines a position of the rear rigid body 
230 relative to the reference point 215 on the front rigid body 
205. In some embodiments, the parameter adjustment module 
340 identifies a rear reference point on the rear rigid body 230 
using the observed locators 120 on the rear rigid body 230 and 
their corresponding model locators. The parameter adjust 
ment module 340 then identifies a position of the rear refer 
ence point relative to the reference point 215 on the front rigid 
body 205. Alternatively, the VR console 110 identifies the 
position of each observed locator 120 on the rear rigid body 
230 relative to the reference point 215 on the front rigid body 
205. In some embodiments, the parameter adjustment module 
340 generates the calibrated positions of the reference point 
215 responsive to determining that a threshold number of 
locators are imaged (observed locators) on one or more sides 
of each rigid body 205, 230 or a threshold number of locators 
are imaged (observed locators) on all sides of each rigid body 
205, 230. For example, the threshold number of locators 
imaged on a side of a rigid body 205, 230 is greater than or 
equal to zero. If the threshold number of locators is not 
imaged, the parameter adjustment module 340 may prompt 
the user via the VR headset 105 or via another suitable com 
ponent to orient the VR headset 105 in a specific direction 
relative to the imaging device 135 or to continue moving the 
VR headset 105 until the threshold number of locators are 
imaged. 
0051. The parameter adjustment module 340 also deter 
mines a prediction function predicting positions of the refer 
ence point 215 and adjusts one or more calibration parameters 
until the intermediate estimated positions of the reference 
point 215 from the fast calibration data are within a threshold 
value of the predicted positions of the reference point 215. For 
example, the prediction function is generated by fitting a 
curve to the series of calibrated positions. The parameter 
adjustment module 340 then adjusts one or more calibration 
parameters until a distance between the intermediate esti 
mated positions of the reference point 215 and the predicted 
positions of the reference point 215 is less than a threshold 
value. For example, the parameter adjustment module 340 
may increase the sample rate of the IMU 140 until the dis 
tance between the intermediate estimated positions of the 
reference point 215 and the predicted positions of the refer 
ence point 215 is 1 mm or less. In other embodiments, the 
parameter adjustment module 340 adjusts one or more cali 
bration parameters so distances between each intermediate 
estimated position and a calibrated position (e.g., CP) of the 
reference point 215 associated with the image is less than a 
distance value between the calibrated position (e.g., CP) of 
the reference point 215 associated with the image and the 
calibrated position of the reference point 215 associated with 
the Subsequent image (e.g., CP). 
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0052. In some embodiments, the parameter adjustment 
module 340 updates the initial position of the IMU 130 to be 
the next calibrated position of the reference point 215. As 
discussed above in conjunction with FIG. 1 and below in 
conjunction with FIG. 6, the IMU 130 collects fast calibration 
data relative to positions of the reference point 215 previously 
determined by the IMU 130. Accordingly, drift error 
increases the longer the IMU 130 collects data without updat 
ing the initial position to a calibrated position. The parameter 
adjustment module 340 compares the intermediate estimated 
positions with an update threshold value. If one or more of the 
intermediate estimated positions exceed the update threshold 
value, the parameter adjustment module 340 communicates 
an instruction to the IMU 130 to update the initial position as 
the position associated with the next calibrated position. 
Alternatively, after determining a calibrated position, the 
parameter adjustment module 340 instructs the IMU 130 to 
update the initial position to the determined calibrated posi 
tion. The parameter adjustment module 340 stores the values 
for the adjusted calibration parameters in the tracking data 
base 310 and may also provide the adjusted calibration 
parameters to other components in the VR console 110. 
0053. The monitoring module 350 monitors the system 
environment 100 for loss of calibration. In various embodi 
ments, the monitoring module 350 monitors the relative dis 
tances between adjusted estimated positions of the observed 
locators 120 and positions of their corresponding model loca 
tors. If a relative distance between an adjusted estimated 
position of an observed locator and a position of its corre 
sponding model locator is less than a threshold value (e.g., 1 
mm), the monitoring module 350 provides the calibrated 
position of the reference point 215 determined from the posi 
tions of the observed locators 120 to the VR engine 155. In 
contrast, if the relative distance between an observed locator 
and its corresponding model locator is more than the thresh 
old value (e.g., 1 mm), the monitoring module 350 determines 
that calibration is lost and prompts the parameter adjustment 
module 340 to re-calibrate the system environment 100. 
0054) To monitor relative distances determined by the 
parameter adjustment module 340 between intermediate esti 
mated positions and their corresponding predicted positions. 
Ifa distance between a predicted position and its correspond 
ing intermediate estimated position is less than a threshold 
value (e.g., 1 mm), the monitoring module 350 provides the 
intermediate estimated position to the VR engine 155. In 
some embodiments, the monitoring module 350 may also 
provide intermediate velocity information or intermediate 
acceleration information extracted from the fast calibration 
data to the VR engine 155. In contrast, if the distance between 
the predicted position and its corresponding intermediate 
estimated position is more than the threshold value, the moni 
toring module 350 determines that calibration is lost and 
causes the system environment 100 to re-establish calibra 
tion. 

0055. In some instances, locators 120 on the rear rigid 
body 230 are only visible to the imaging device 135. When 
only locators 120 on the rear rigid body 230 are visible to the 
imaging device 135, in some embodiments, if a difference 
between estimated position of the rear rigid body 230 (e.g., 
generated from the observed locators 120 on the rear rigid 
body 230) and a predicted position of the rear rigid body 230 
(e.g., may be generated using fast calibration data) is greater 
than a threshold value, the monitoring module 350 deter 
mines calibration has been lost and causes the system envi 
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ronment 100 to re-establish calibration. Additionally, if the 
difference between estimated position of the rear rigid body 
230 and the predicted position of the rear rigid body 230 is 
greater than the threshold value, the VR console 110 adjusts 
the predicted position of the rear rigid body 230 by a tempo 
rary offset value so the difference between the estimated 
position of the rear rigid body 230 and the predicted position 
of the rear rigid body 230 is less than the threshold value. The 
monitoring module 350 may then use the temporary offset 
value (or Subsequently generated temporary offset values) to 
more accurately predict the position of the rear rigid body 230 
until re-calibration may occur between the front rigid body 
205 and the rear rigid body 230. Alternatively, if a difference 
between estimated positions of the locators 120 on the rear 
rigid body 230 and positions of their corresponding model 
locators, relative to the reference point 215, is greater than a 
threshold value, the monitoring module 350 determines cali 
bration has been lost and causes the system environment 100 
to re-establish calibration. In some embodiments, when the 
slow calibration data includes an image including a threshold 
number of locators on the front rigid body 205 and a threshold 
number of locators on the rear rigid body 230, the tracking 
module 150 begins re-calibration. Additionally, in some 
embodiments, once tracking is lost, the monitoring module 
350 automatically prompts the user to adjust the VR headset 
105 so locators on both the front rigid body 205 and the rear 
rigid body 230 are visible. 

Calibrating Virtual Reality Systems 

0056 FIG. 4 is a flowchart of one embodiment of a process 
for calibrating a VR system, Such as the system environment 
100 described above in conjunction with FIG. 1. In other 
embodiments, the process includes different, additional, or 
fewer steps than those depicted by FIG. 4. Additionally, in 
Some embodiments, the steps described in conjunction with 
FIG. 4 may be performed in different orders. 
0057 The VR console 110 initializes 410 the system envi 
ronment using one or more calibration parameters. For 
example, the VR console 110 retrieves one or more calibra 
tion parameters associated with the VR headset 105 from the 
tracking database 310. In some embodiments, the VR console 
110 retrieves adjusted calibration parameter values from the 
tracking database 310 if the imaging device 135 or the IMU 
130 were previously calibrated for a particular VR headset 
105. If the imaging device 135 or the IMU 130 were not 
previously calibrated to the VR headset 105, the VR console 
110 retrieves default calibration parameters from the tracking 
database 310. The VR console 110 provides the calibration 
parameters to the IMU 130 or to the imaging device 135. 
0058. The VR console 110 receives 420 slow calibration 
data from the imaging device 135 and fast calibration data 
from the IMU 130. The slow calibration data includes a series 
of images including one or more of the locators 120 on the VR 
headset 105. A locator 120 included in an image from the slow 
calibration data is referred to herein as an “observed locator.” 
The fast calibration data may include one or more intermedi 
ate estimated positions of the reference point 215 (e.g., a 
center of the IMU 130). In other embodiments, the fast cali 
bration data includes intermediate acceleration information 
and/or intermediate velocity information from which the VR 
console 110 determines one or more intermediate estimated 
positions of the reference point 215. 
0059 Based at least in part on the slow calibration data and 
a headset model, the VR console 110 identifies 430 model 
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locators, which are locators in the headset model. The VR 
console 110 extracts locator information describing positions 
of observed locators 120 relative to each other in the from the 
slow calibration data and compares the locator information 
with a headset model retrieved from the tracking database 310 
to identify 430 model locators that correspond to the observed 
locators. The model locators are components of the headset 
model, so identifying 430 a model locator associated with an 
observed locator allows the VR console 110 to subsequently 
compare a position of the observed locator with the ideal 
position, from the headset model of the model locator asso 
ciated with the observed locator. 

0060 Using the headset model, the VR console 110 gen 
erates 440 estimated positions for one or more of the observed 
locators 120. The headset model describes ideal positioning 
between the locators 120 and the reference point 215. In 
various embodiments, the VR console 110 uses the headset 
model and the locator information to determine a projection 
matrix for translating ideal positions in the headset model to 
positions on an image plane of the imaging device 135. The 
VR console 110 uses the projection matrix to estimate posi 
tions of the observed locations. Hence, the estimated position 
of an observed locator 120 identifies an ideal position of the 
observed locator 120 on the image plane of the images from 
the slow calibration data. 

0061 Based at least in part on relative distances between 
estimated positions of one or more observed locators 120 and 
the positions of the model locators corresponding to the one 
or more observed locators 120, the VR console 110 adjusts 
450 one or more calibration parameters that adjust the esti 
mated positions of the one or more locators 120 so a relative 
distance between estimated positions of observed locators 
120 and positions of their corresponding model locators from 
the headset model are less thana threshold value (e.g., 1 mm). 
Adjusting calibration parameters affects the projection 
matrix (e.g., changing focal length, etc.), so changing one or 
more calibration parameters may affect the estimated posi 
tions of the observed locators 120. If the distances between 
the estimated positions of the observed locators 120 and the 
positions of their corresponding model locators equals or 
exceeds the threshold value, in one embodiment, the VR 
console 110 adjusts 450 one calibration parameter while 
keeping other calibration parameters fixed to determine a 
value for the calibration parameter being adjusted that results 
in a distance between the estimated position of an observed 
locator 120 and the position of its corresponding model loca 
tor being less than the threshold value. The calibration param 
eter may then be fixed to the determined value, while another 
calibration parameter is modified so the distance between an 
estimated position of an additional locator 120 and an addi 
tional position of a model locator corresponding to the addi 
tional locator is less than the threshold value. Various calibra 
tion parameters may be adjusted 450 as described above so 
relative distances between adjusted estimated positions of at 
least a threshold number of observed locators 120 and posi 
tions of their corresponding model locators are less than the 
threshold value. If the distances between estimated positions 
of at least a threshold number of the observed locators 120 
and positions of their corresponding model locators are less 
than the threshold value, the calibration parameters are not 
adjusted 450. 
0062. The VR console 110 determines 460 whether a 
threshold number of the observed locators 120 are from each 
side of the front rigid body 205 (i.e., the front side 220A, the 
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top side 220B, the bottom side 220C, the right side 220C, and 
the left side 220D). If the threshold number of observed 
locators 120 are associated with each side, the VR console 
110 generates 470 calibrated positions of the reference point 
215 for one or more frames of the slow calibration data using 
the adjusted estimated positions of the observed locators. In 
embodiments where the VR headset 105 includes multiple 
rigid bodies, the VR console 110 generates the calibrated 
positions of the reference point 215 responsive to determining 
that a threshold number of locators are imaged (observed 
locators) on one or more sides of each rigid body 205, 230 or 
responsive to determining that a threshold number of locators 
are imaged (observed locators) on all sides of each rigid body 
205, 230. If the threshold number of observed locators 120 are 
not associated with each side, the VR console 110 may com 
municate a prompt to the user via the VR headset 105 or 
another component to reposition the VR headset 105 so that 
slow calibration data including locators from one or more 
sides of the VR headset 150 may be captured. 
0063. The VR console 110 further adjusts 480 one or more 
calibration parameters until intermediate estimated positions 
of the VR headset 105 received from the fast calibration data 
are within a threshold distance of predicted positions for the 
VR headset 105 or the reference point 215, where the pre 
dicted positions are determined from the calibrated positions 
of the reference point 215 associated with various images 
from the slow calibration data. In some embodiments, the VR 
console 110 determines a predicted position of the reference 
point 215 by generating (e.g., via curve fitting) a prediction 
function using calibrated positions of the reference point 215 
associated with different images from the slow calibration 
data. The VR console 110 adjusts one or more of the calibra 
tion parameters until the distances between the intermediate 
estimated positions of the reference point 215 and the pre 
dicted positions of the reference point 215 are less than a 
threshold distance. For example, the VR console 110 may 
increase the sample rate of the IMU 130 until the distances 
between the intermediate estimated positions of the reference 
point 215 and the predicted positions of the reference point 
215 are all 1 mm or less or until distances between at least a 
threshold number of intermediate estimated positions of the 
reference point 215 and predicted positions of the reference 
point 215 are less than 1 mm. In other embodiments, the VR 
console 110 determines a predicted position of the reference 
point 215 as a position between a calibrated position of the 
reference point 215 associated with an image from the slow 
calibration data and a calibrated position of the reference 
point 215 associated with a Subsequent image from the slow 
calibration data. The VR console 110 then adjusts 480 one or 
more calibration parameters so distances between each inter 
mediate estimated position and a calibrated position (e.g., 
CP) of the reference point 215 associated with the image is 
less than a distance between the calibrated position (e.g., CP) 
of the reference point 215 associated with the image and the 
calibrated position of the reference point 215 associated with 
the Subsequent image (e.g., CP2). Additionally, the VR con 
sole 110 may update the initial position of the IMU 130 to be 
the calibrated position of the reference point 215. 
0064. In some embodiments, the VR console 110 stores 
the values for the adjusted calibration parameters in the track 
ing database 310 or provides the values for the adjusted cali 
bration parameters to other components in the VR console 
110. The adjusted calibration values may reduce calibration 



US 2015/O 193949 A1 

times for Subsequent operations of the system environment 
100, improving user experience. 
0065. The VR console 110 monitors 490 the system envi 
ronment 100 for loss of calibration. For example, the VR 
console 110 monitors the relative distances between adjusted 
estimated positions of the observed locators 120 and posi 
tions of their corresponding model locators. If a relative dis 
tance between an adjusted estimated position of an observed 
locator 120 and a position of its corresponding model locator 
is less thana threshold value (e.g., 1 mm), the VR console 110 
provides the calibrated position to the VR engine 155. In 
contrast, if the relative distance between an estimated posi 
tion of an observed locator and a position of its corresponding 
model locator is greater than (or equals or exceeds) than the 
threshold value (e.g., 1 mm), the VR console 110 determines 
that calibration is lost, receives 420 slow calibration data and 
fast calibration data and performs the above-identified func 
tions to re-calibrate the system environment 110. 
0066. Additionally, the VR console 110 monitors 490 the 
relative distances between intermediate estimated positions 
of the reference point 215 and predicted positions of the 
reference point 215. For example, if a distance between a 
curve of predicted positions of the reference point 215 and an 
intermediate estimated position of the reference point 215 is 
less than a threshold distance (e.g., 1 mm), the VR console 
110 provides the intermediate estimated position to the VR 
engine 155. In some embodiments, the VR console 110 may 
also provide intermediate velocity information or intermedi 
ate acceleration information extracted from the fast calibra 
tion data to the VR engine 155. In contrast, if the distance 
between the predicted position of the reference point 215 and 
an intermediate estimated position of the reference point 215 
is greater than or equals or exceeds the threshold distance, the 
VR console 110 determines that calibration is lost, receives 
420 slow calibration data and fast calibration data and per 
forms the above-identified functions to re-calibrate the sys 
tem environment 100. 

0067. In some embodiments, the IMU 130 and the imag 
ining device 135 may be calibrated simultaneously. To simul 
taneously calibrate the IMU 130 and the imaging device 135, 
the VR console 110 estimates positions of the reference point 
215 for a series of images using estimated positions of the 
observed locators. Additionally, the VR console 110 uses fast 
calibration data including the intermediate estimated posi 
tions of the reference point 215 at particular time values 
corresponding to images in the slow calibration data when 
calibrating the IMU 130 and the imaging device 135. When 
simultaneously adjusting calibration parameters of the IMU 
130 and of the imaging device 135, the VR console 110: (1) 
adjusts estimated positions of observed locators so a relative 
distance between the adjusted estimated positions of the 
observed locators and positions of their corresponding model 
locaters are less than a threshold value; and (2) adjusts the 
estimated positions for the reference point so a relative dis 
tance between the estimated positions for the reference point 
at the particular time values corresponding to images in the 
slow calibration data and the positions of a model reference 
point determined from the model locators is less than the 
threshold value. 

0068 FIG. 5 is a flowchart illustrating one embodiment of 
a process for re-establishing calibration between two rigid 
bodies of a virtual reality headset 225 included in the system 
environment 100. In other embodiments, the process includes 
different, additional, or fewer steps than those depicted by 
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FIG. 5. Additionally, in some embodiments, the steps 
described in conjunction with FIG. 5 may be performed in 
different orders. 

0069. The VR console 110 receives 510 slow calibration 
data including images showing a front threshold number of 
locators 120 on a front rigid body 205 and a rear threshold 
number (e.g., at least one) of locators 120 on a rear rigid body 
230 of the VR headset 225. A locator 120 included in an image 
from the slow calibration data is referred to herein as an 
“observed locator.” As described above in conjunction with 
FIGS. 2-4, the VR console 110 receives 150 the slow calibra 
tion data from the imaging device 135 and the fast calibration 
data from the IMU 130. The fast calibration data may also 
include intermediate acceleration information and/or inter 
mediate velocity information from which the VR console 110 
determines one or more intermediate estimated positions of 
the reference point 215 of the VR headset 225. 
0070 Based at least in part on the slow calibration data and 
a headset model, the VR console 110 identifies 520 model 
locators, which are locators in the headset model. The VR 
console 110 extracts locator information describing positions 
of observed locators 120 relative to each other from the slow 
calibration data and compares the locator information with a 
headset model retrieved from the tracking database 310 to 
identify 520 model locators that correspond to the observed 
locators 120. In at least one of the images model locators are 
identified that correspond to observed locators on both the 
front rigid body 205 and the rear rigid body 230 of the VR 
headset 225. The model locators are components of the head 
set model, so identifying 520 a model locator associated with 
an observed locator allows the VR console 110 to subse 
quently compare a position of the observed locator with the 
ideal position, from the headset model of the model locator 
associated with the observed locator. 

0071 Using the headset model, the VR console 110 gen 
erates 530 estimated positions for one or more of the observed 
locators 120. The headset model describes ideal positioning 
between the locators 120 and the reference point 215. In 
various embodiments, the VR console 110 uses the headset 
model and the locator information to determine a projection 
matrix for translating ideal positions in the headset model to 
positions on an image plane of the imaging device 135. The 
VR console 110 uses the projection matrix to estimate posi 
tions of the observed locators 120. Hence, the estimated posi 
tion of an observed locator 120 identifies an ideal position of 
the observed locator 120 on the image plane of the images 
from the slow calibration data. 

0072 Based at least in part on relative distances between 
estimated positions of one or more observed locators 120 and 
the positions of the model locators corresponding to the one 
or more observed locators 120, the VR console 110 adjusts 
540 relative distance between estimated positions of observed 
locators on the first rigid body 205 and positions of their 
corresponding model locators are less than a threshold value 
(e.g., 1 mm). Adjusting calibration parameters affects the 
projection matrix (e.g., changing focallength, etc.), so chang 
ing one or more calibration parameters may affect the esti 
mated positions of the observed locators 120. If the distances 
between the estimated positions of the observed locators 120 
and the positions of their corresponding model locators 
equals or exceeds the threshold value, in one embodiment, the 
VR console 110 adjusts 540 one calibration parameter while 
keeping other calibration parameters fixed to determine a 
value for the calibration parameter being adjusted that results 
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in a distance between the estimated position of an observed 
locator 120 and the position of its corresponding model loca 
tor being less than the threshold value. Adjustment 540 of 
calibration parameters is further described above in conjunc 
tion with FIG. 4. If the distances between estimated positions 
of at least a threshold number of the observed locators 120 
and positions of their corresponding model locators are less 
than the threshold value, the calibration parameters are not 
adjusted 540. 
0073. After adjusting 540 calibration parameters so at 
least a threshold number of relative distances between the 
estimated positions of the observed locators and the positions 
of their corresponding model locators are less than the thresh 
old value, the VR console 110 generates 550 calibrated posi 
tions of the reference point 215 associated with one or more 
images of the slow calibration data using the adjusted esti 
mated positions of the observed locators 120. In some 
embodiments, the VR console 110 generates the calibrated 
positions of the reference point 215 responsive to determining 
that a threshold number of locators are imaged (observed 
locators) on one or more sides of each rigid body 205, 230 or 
determining that a threshold number of locators are imaged 
(observed locators) on all sides of each rigid body 205, 230. If 
the threshold number of locators (on a side of a rigid body 
205, 230 or on all sides of each rigid body 205, 230) is not 
imaged, the VR console 110 may prompt the user via the VR 
headset 105 or via another suitable component to orient the 
VR headset 105 in a specific direction relative to the imaging 
device 135 or to continue moving the VR headset 105until the 
threshold number of locators are imaged. 
0074 The VR console 110 also determines 560 a position 
of the rear rigid body 230 relative to the reference point 215. 
In some embodiments, the VR console 110 identifies a rear 
reference point on the rear rigid body 230 using the observed 
locators 120 and their corresponding model locators. The VR 
console 110 then identifies the position of the rear reference 
point relative to the reference point 215 on the front rigid body 
205 such that the rear reference point is positioned relative to 
the reference point 215 by a position vector. Alternatively, the 
VR console 110 identifies the position of each observed loca 
tor on the rear rigid body 230 relative to the reference point 
215, so positions of each observed locator on the rear rigid 
body 230 are positioned relative to the reference point 215 by 
their own position vector. 
0075. The VR console 110 adjusts 570 one or more cali 
bration parameters so the intermediate estimated positions of 
the reference point 215 are within a threshold distance of 
predicted positions of the reference point 215. Adjustment of 
calibration parameters so intermediate estimated positions of 
the reference point 215 are within a threshold value of pre 
dicted positions of the reference point is further described 
above in conjunction with FIG. 4. After adjusting 570 one or 
more calibration parameters, the VR console 110 monitors 
580 for loss of calibration of the system environment 100, as 
described above in conjunction with FIG. 4. 
0076. When monitoring 580 for loss of calibration, the VR 
console 110 uses images from the slow calibration data that 
may include observed positions of locators 120 on the first 
rigid body 205, on the rear rigid body 230, or on some com 
bination thereof. In some embodiments, the threshold value 
between a position of an observed locator 120 and a position 
of its corresponding model locator may differ based on the 
rigid body on which the observed locator 120 is located. For 
example, the threshold value may be 1 mm for observed 
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locators 120 on the front rigid body 205 and 2 mm for 
observed locators 120 on the rear rigid body 230. 
0077. Additionally, in some scenarios, the imaging device 
135 is unable to view locators 120 on the front rigid body 205, 
but is able to view locators on the rear rigid body 230. In these 
scenarios, tracking is monitored using the process described 
below with respect to FIG. 6. 
0078. When the slow calibration data includes an image 
including a threshold number of locators on the front rigid 
body 205 and a threshold number of locators on the rear rigid 
body 230, the steps described above in conjunction with FIG. 
5 are repeated to re-establish calibration of the system envi 
ronment 100. In some embodiments, when tracking is lost, 
the VR console 110 automatically prompts the user to adjust 
the VR headset 105 so locators on both the front rigid body 
205 and on the rear rigid body 230 are visible to the imaging 
device 135. The prompt presented to the user may provide the 
user with specific instructions to position the VR headset 105 
so locators on both the front rigid body 205 and on the rear 
rigid body 230 are visible to the imaging device 135. 
007.9 FIG. 6 is a flowchart illustrating one embodiment of 
a process for maintaining a positional relationship between 
two rigid bodies of a virtual reality headset 225 included in 
the system environment 100. In other embodiments, the pro 
cess includes different, additional, or fewer steps than those 
depicted by FIG. 6. Additionally, in some embodiments, the 
steps described in conjunction with FIG.6 may be performed 
in different orders. 

0080. The VR console 110 receives 610 slow calibration 
data from the imaging device 135. The slow calibration data 
includes a series of images that includes an image associated 
with an image time value and having only observed locators 
120 on the rear rigid body 230 visible to the imaging device 
135. An image time value is a time value when the image was 
captured by the imaging device 135. Additionally, the VR 
console 110 receives 620, from the IMU 130, fast calibration 
data that includes intermediate estimated positions of a ref 
erence point 215 for a series of time values that includes the 
image time value. 
0081 Based on the slow calibration data, the VR console 
110 determines 630 an observed position of the rear rigid 
body 230 at the image time value. To determine 620 the 
observed position of the rear rigid body 230, the VR console 
110 extracts locator information describing positions of 
observed locators 120 on the rear rigid body 230 relative to 
each other from the slow calibration data and compares the 
locator information with a headset model retrieved from the 
tracking database 310 to identify model locators correspond 
ing to the observed locators 120. After identifying model 
locators, the VR console 110 determines the observed loca 
tors 120 corresponding to each model locator and determines 
a rear reference point for the rear rigid body 230 using the 
positions of the observed locators 120. In some embodiments, 
the observed position of the rear rigid body 230 is the position 
of the rear reference point. In alternate embodiments, the 
observed position of the rear rigid body 230 may be observed 
positions of one or more of the observed locators. 
I0082. The VR console 110 determines 640 a predicted 
position of the rear rigid body 230 at the image time value 
using the fast calibration data and a position vector. The 
position vector describes a calibrated offset between the front 
rigid body 205 and the rear rigid body 230. For example, the 
position vector describes a calibrated offset between the ref 
erence point 215 associated with the front rigid body 205 and 
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a rear reference point associated with the rear rigid body 230. 
Additionally, in some embodiments, the position vector may 
include one or more sub-vectors that each describe relative 
calibrated offsets between the reference point 215 and differ 
ent locators on the rear rigid body 230. 
0083. From the fast calibration data, the VR console 110 
determines an intermediate estimated position of the refer 
ence point 215 on the front rigid body 205. In some embodi 
ments, the VR console 110 determines the predicted position 
of the rear rigid body 230 as a position relative to the position 
of the reference point 215 based on the position vector. For 
example, the position vector identifies a relative positioning 
of a rear reference point on the rear rigid body 230 to the 
reference point 215. Alternatively, the position vector identi 
fies the relative positioning of one or more locators 120 (in 
cluding the observed locators) on the rear rigid body 230 
relative to the reference point 215. 
0084. The VR console 110 determines 650 whether a dif 
ference between the observed position and the predicted posi 
tion is greater than a threshold value (e.g., 1 mm). If the 
difference is less than the threshold value, tracking of the VR 
headset 225 is maintained and slow calibration data is 
received 610, and the process proceeds as described above. 
However, if the difference between the observed position of 
the rear rigid body 230 exceeds the threshold value, the VR 
console 110 determines tracking of the VR headset 105 is lost 
and adjusts 660 the predicted position by an offset value. The 
offset value is determined so the difference between the 
between the observed position of the rear rigid body 230 and 
the predicted position of the rear rigid body 230 is less than 
the threshold value. For example, the VR console 110 uses the 
position vector modified by the offset value to more accu 
rately determine the position of the rear rigid body 230 from 
the fast calibration data. Alternatively, the VR console 110 
communicates an instruction to the IMU 130 to offset the 
estimated intermediate positions based on the offset value 
without modifying the position vector. 
0085 Based on the fast calibration data and the adjusted 
vector, the VR console 110 determines 670 subsequent pre 
dicted positions of the rear rigid body until re-calibration 
occurs (e.g., as further described above with respect to FIG. 
5). In some embodiments, when tracking is lost, the VR 
console 110 prompts the user to adjust the VR headset 105 so 
locators on both the front rigid body 205 and on the rear rigid 
body 230 are visible to the imaging device 135. The prompt 
presented to the user may provide the user with specific 
instructions to position the VR headset 105 so locators on 
both the front rigid body 205 and on the rear rigid body 230 
are visible to the imaging device 135 to facilitate re-calibra 
tion described in detail above with reference to FIG. 5. 
I0086 FIG. 7 illustrates an example graph 700 illustrating 
a series of calibrated positions of a virtual reality headset 105. 
In FIG. 7, the vertical axis represents position, and the hori 
Zontal axis represents time. The graph 700 includes a series of 
calibrated positions 710A-C of a reference point of the VR 
headset 105 at times, T, T, and T. respectively. The graph 
700 also includes a series of intermediate estimated positions 
715A-D and 720A-H of the reference point. The calibrated 
positions 710A-C are generated using slow calibration data 
from an imaging device 135 and the intermediate estimated 
positions 715A-D and 720 A-Hare generated using fast cali 
bration data from an IMU 130 included on a VR headset 105. 
Note, the relative times scales of the calibrated positions 
710A-C and of the intermediate estimated positions 715A-D 
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are different, and that intermediate estimated positions 
715A-D and 720A-H are determined more frequently than 
the calibrated positions 710A-C. 
I0087. The graph 700 shows a predicted position curve 725 
described by a prediction function describing the predicted 
position of the reference point. The prediction function is 
generated by fitting a curve to the calibrated positions 
710A-C and determining a function that describes the fitted 
curve. Any suitable method may be used to determine the 
position function from the calibrated positions 710A-C. 
I0088. In the example of FIG. 7, the intermediate estimated 
positions 715A-D are the initial intermediate estimated posi 
tions determined using the fast calibration data prior to adjust 
ment of the calibration parameters. Intermediate estimated 
position 715A is relatively close to the predicted position 
curve in FIG. 7, but as time progresses, the intermediate 
estimated positions move farther away from the predicted 
position curve 725, with the intermediate estimated position 
715D in FIG. 7 being the farthest from the predicted position 
curve 725. The difference between the predicted position 
curve and the intermediate estimated position may be attrib 
uted to a combination of actual user movements, drift error, as 
well as additional factors. As discussed above, because the 
IMU 130 determines an intermediate estimated position rela 
tive to a previously determined position, the error com 
pounds, resulting in larger deviation between the predicted 
position curve 725 and intermediate estimated positions 15 
over time. To account for drift error, the VR console 110 may 
update an initial position of the IMU 130 as the subsequent 
calibration position. The IMU 130 then generates fast cali 
bration with respect to the updated initial position and inter 
mediate estimated positions determined after the initial posi 
tion. In this embodiment, the VR console 110 updates the 
initial point as the calibrated position 710B. 
I0089 Another way to reduce error associated with the 
intermediate estimated positions is by increasing the fre 
quency that the intermediate estimated positions are deter 
mined. In the example of FIG. 7, the VR console 110 deter 
mined the intermediate estimated positions 720 A-H at twice 
the frequency of the intermediate estimated positions 715 
A-D, resulting in a smaller difference between the interme 
diate estimated positions 720 A-H and the predicted position 
curve 725. 

SUMMARY 

0090 The foregoing description of the embodiments of 
the disclosure has been presented for the purpose of illustra 
tion; it is not intended to be exhaustive or to limit the disclo 
sure to the precise forms disclosed. Persons skilled in the 
relevant art can appreciate that many modifications and varia 
tions are possible in light of the above disclosure. 
0091. The foregoing description of the embodiments of 
the disclosure has been presented for the purpose of illustra 
tion; it is not intended to be exhaustive or to limit the disclo 
sure to the precise forms disclosed. Persons skilled in the 
relevant art can appreciate that many modifications and varia 
tions are possible in light of the above disclosure. 
0092. Some portions of this description describe the 
embodiments of the disclosure in terms of algorithms and 
symbolic representations of operations on information. These 
algorithmic descriptions and representations are commonly 
used by those skilled in the data processing arts to convey the 
substance of their work effectively to others skilled in the art. 
These operations, while described functionally, computation 
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ally, or logically, are understood to be implemented by com 
puter programs or equivalent electrical circuits, microcode, or 
the like. Furthermore, it has also proven convenient at times, 
to refer to these arrangements of operations as modules, with 
out loss of generality. The described operations and their 
associated modules may be embodied in Software, firmware, 
hardware, or any combinations thereof. 
0093. Any of the steps, operations, or processes described 
herein may be performed or implemented with one or more 
hardware or software modules, alone or in combination with 
other devices. In one embodiment, a software module is 
implemented with a computer program product comprising a 
computer-readable medium containing computer program 
code, which can be executed by a computer processor for 
performing any or all of the steps, operations, or processes 
described. 
0094. Embodiments of the disclosure may also relate to an 
apparatus for performing the operations herein. This appara 
tus may be specially constructed for the required purposes, 
and/or it may comprise a general-purpose computing device 
selectively activated or reconfigured by a computer program 
stored in the computer. Such a computer program may be 
stored in a non-transitory, tangible computer readable storage 
medium, or any type of media Suitable for storing electronic 
instructions, which may be coupled to a computer system bus. 
Furthermore, any computing systems referred to in the speci 
fication may include a single processor or may be architec 
tures employing multiple processor designs for increased 
computing capability. 
0095 Embodiments of the disclosure may also relate to a 
product that is produced by a computing process described 
herein. Such a product may comprise information resulting 
from a computing process, where the information is stored on 
a non-transitory, tangible computer readable storage medium 
and may include any embodiment of a computer program 
product or other data combination described herein. 
0096 Finally, the language used in the specification has 
been principally selected for readability and instructional 
purposes, and it may not have been selected to delineate or 
circumscribe the inventive subject matter. It is therefore 
intended that the scope of the disclosure be limited not by this 
detailed description, but rather by any claims that issue on an 
application based hereon. Accordingly, the disclosure of the 
embodiments is intended to be illustrative, but not limiting, of 
the scope of the disclosure, which is set forth in the following 
claims. 

1-20. (canceled) 
21. A virtual reality (VR) headset comprising: 
an electronic display configured to receive content from a 
VR system, and present the content to a user of the VR 
headset, 

a plurality of locators; and 
an inertial measurement unit (IMU) configured to output 

fast calibration data comprising one or more intermedi 
ate estimated positions of a reference point on the VR 
headset, each intermediate estimated position separated 
from a Subsequent intermediate estimated position by a 
position time value. 

22. The VR headset of claim 21, wherein the IMU includes 
a three-axis gyroscope to measure angular Velocity. 

23. The VR headset of claim 21, wherein the IMU includes 
a three-axis accelerometer. 

24. The VR headset of claim 21, wherein the IMU includes 
a three-axis magnetometer. 
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25. The VR headset of claim 21, wherein the plurality of 
locators are arranged in a pattern on the VR headset that is 
non-coplanar. 

26. The VR headset of claim 21, wherein the plurality of 
locators are light emitting diodes (LEDs). 

27. The VR headset of claim 26, wherein the LEDs are 
modulated to maintain one out of two or more predetermined 
brightness levels during a time interval. 

28. The VR headset of claim 27, wherein the modulation of 
the LEDs is selected from a group consisting of amplitude 
modulation, frequency modulation, and a combination 
thereof. 

29. The VR headset of claim 26, wherein the LEDs emit 
light within a specific band selected from a group consisting 
of a visible band and an infrared band. 

30. The VR headset of claim 29, wherein the plurality of 
locators emit in the infrared band and an outer surface of the 
VR headset is transparent in the infrared band but opaque in 
the visible band. 

31. The VR headset of claim 21, wherein the VR headset is 
part of a VR system that comprises: 

an imaging device configured to output slow calibration 
data including a series of images showing portions of 
observed locators of the plurality of locator, on the VR 
headset, each image separated from a Subsequent image 
in the series by an image time value that is larger than the 
position time value; and 

a VR console comprising: 
a processor, and 
a memory coupled to the processor and including 

instructions that, when executed by the processor, 
cause the processor to: 
receive the slow calibration data from the imaging 

device, 
receive the fast calibration data from the VR headset, 
identify model locators each corresponding to a loca 

tor on the VR headset and included in at least one 
image from the slow calibration data using a stored 
headset model associated with the VR headset, 

generate estimated positions of one or more of the 
locators on the VR headset and included in at least 
one image from the slow calibration data using the 
headset model, 

adjust one or more calibration parameters to adjust the 
estimated positions so a relative distance between 
the adjusted estimated positions of one or more of 
the locators on the VR headset and included in at 
least one image from the slow calibration data and 
positions of their corresponding model locators are 
less than a threshold value, 

generate calibrated positions of the reference point 
based at least in part on the adjusted estimated 
positions of one or more of the locators on the VR 
headset and included in at least one image from the 
slow calibration data, a calibrated position associ 
ated with an image from the slow calibration data, 

determine one or more predicted positions of the ref 
erence point based at least in part on the calibrated 
positions of the reference point, a predicted posi 
tion associated with a time between Subsequent 
images from the slow calibration data, and 

adjust one or more of the calibration parameters so the 
intermediate estimated positions of the reference 
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point are within a threshold distance of the deter 
mined predicted positions of the reference point. 

32. The VR headset of claim 21, wherein the VR headset 
includes a front rigid body and a rear rigid body each having 
one or more locators, and the IMU is located within the front 
rigid body. 

33. The VR headset of claim 32, wherein the front rigid 
body is non-rigidly coupled to the rear rigid body via an 
elastic band, and the elastic band includes one or more loca 
tOrS. 

34. The VR headset of claim 31, wherein the VR headset is 
part of a VR system that comprises: 

an imaging device configured to output slow calibration 
data including a series of images of the VR headset, and 
in an image, of the series of images, locators on the rear 
rigid body are the only locators visible in the image and 
the image is associated with a particular image time 
value, and 

a VR console comprising: 
a processor, and 
a memory coupled to the processor and including 

instructions that, when executed by the processor, 
cause the processor to: 
receive slow calibration data from the imaging device, 
receive the fast calibration data from the IMU, 
determine an observed position of the rear rigid body 

for the particular image time value using the slow 
calibration data, 

determine a predicted position of the rear rigid body 
for the particular image time value using the fast 
calibration data and a position vector describing a 
calibrated offset between the front rigid body and 
the rear rigid body, 

determine that a difference between the observed 
position and the predicted position is greater than a 
threshold value, 

responsive to a determination that a difference 
between the observed position of the rear rigid 
body and the predicted position of the rear rigid 
body is greater than a threshold value, adjust the 
position vector by an offset value so the difference 
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between the observed position and the predicted 
position is less than the threshold value, and 

determine a Subsequent predicted position of the rear 
rigid body for an image from the series of images 
associated with a Subsequent image time value 
occurring after the image time value based on the 
fast calibration data and the adjusted position vec 
tOr. 

35. A virtual reality (VR) headset comprising: 
a front rigid body including: 

an electronic display configured to receive content from 
a VR system, and present the content to a user of the 
VR headset, 

an inertial measurement unit (IMU) configured to output 
fast calibration data comprising one or more interme 
diate estimated positions of a reference point on the 
VR headset, each intermediate estimated position 
separated from a Subsequent intermediate estimated 
position by a position time value, and 

a first plurality of locators on the front rigid body; and 
a rear rigid body that is non-rigidly coupled to the front 

rigid body, the rear rigid body including a second plu 
rality of locators. 

36. The VR headset of claim 35, wherein the plurality of 
locators are light emitting diodes (LEDs). 

37. The VR headset of claim 36, wherein the LEDs are 
modulated to maintain one out of two or more predetermined 
brightness levels during a time interval. 

38. The VR headset of claim37, wherein the modulation of 
the LEDs is selected from a group consisting of amplitude 
modulation, frequency modulation, and any combination 
thereof. 

39. The VR headset tem of claim 36, wherein the LEDs 
emit light within a specific band selected from a group con 
sisting of a visible band and an infrared band. 

40. The VR headset of claim 39, wherein the plurality of 
locators emit in the infrared band and an outer surface of the 
VR headset is transparent in the infrared band but opaque in 
the visible band. 


